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[0 O Digital communication is an enormous and rapidly growing industry] roughly comparable in size to the
computer industry. The objective of this text is to study those aspects of digital communication systems that are
unique. ThatisC] rather than focusing on hardware and software for these systems (which is much like that in many
other fields)[] we focus on the fundamental system aspects of modem digital communication.] [ Digital
communication is a field in which theoretical ideas have had an unusuallypowerful impact on system design and
practice. The basis of the theory was developedin 1948 by Claude Shannon(] and is called information theory. For
the first 25 years or so of its existencel] information theory served as a rich source of academic research prob-lems
and as a tantalizing suggestion that communication systems could be made more efficient and more reliable by
using these approaches. Other than small experiments and a few highly specialized military systems[] the theory
had little interaction with practice. By the mid 1970sC] however[] mainstream systems using information-theoretic
ideas began to be widely implemented. The first reason for this was the increasing number of engineers who
understood both information theory andcommunication system practice. The second reason was that the low cost
and increasing processing power of digital hardware made it possible to implement the sophisticated algorithms
suggested by information theory. The third reason was that the increasing complexity of communication systems
required the architectural principles of information theory.[ [ The theoretical principles here fall roughly into two
categories - the first provides analytical tools for determining the performance of particular systems] and the
second puts fundamental limits on the performance of any system. Much of the first category can be understood by
engineering undergraduatesl] while the second category is dis-tinctly graduate in nature. It is not that graduate
students know so much more than undergraduates] but rather that undergraduate engineering students are
trained to mas-ter enormous amounts of detail and the equations that deal with that detail. They are not used to the
patience and deep thinking required to understand abstract performance limits. This patience comes later with
thesis research.J [0 My original purpose was to write an undergraduate text on digital communication] but
experience teaching this material over a number of years convinced me that | could not write an honest exposition
of principlesd including both what is possible and what is not possiblel] without losing most undergraduates.
There are many excellent undergraduate texts on digital communication describing a wide variety of systems(] and
I did not see the need for another. Thus this text is now aimed at graduate studentsC] but is accessible to patient
undergraduates.[] [ The relationship between theory[] problem sets[] and engineering/design in an aca-demic
subject is rather complex. The theory deals with relationships and analysis for models of real systems. A good
theory (and information theory is one of the best)allows for simple analysis of simplified models. It also provides
structural principles that allow insights from these simple models to be applied to more complex and realistic
models. Problem sets provide students with an opportunity to analyze these highly simplified modelsdJ andJ with
patiencel] to start to understand the general princi-ples. Engineering deals with making the approximations and
judgment calls to create simple models that focus on the critical elements of a situation] and from there to design
workable systems.[J [J The important point here is that engineering (at this level) cannot really be separated from
theory. Engineering is necessary to choose appropriate theoretical modelsC] and theory is necessary to find the
general properties of those models. To oversimplify[d] engineering determines what the reality is and theory
determines the consequences and structure of that reality. At a deeper levell however] the engineering
perception of real-ity heavily depends on the perceived structure (all of us carry oversimplified models around in
our heads). Similarlyd the structures created by theory depend on engi-neering common sense to focus on
important issues. Engineering sometimes becomes overly concerned with detail] and theory becomes overly
concerned with mathematical nicetiesC] but we shall try to avoid both these excesses here.[J [ Each topic in the
text is introduced with highly oversimplified toy models. The results about these toy models are then related to
actual communication systems[] and these are used to generalize the models. We then iterate back and forth
between analysis of models and creation of models. Understanding the performance limits on classes of models is
essential in this process.

Page 2



000004, tushu007.com
<OQO00d0O0mn>>

Page 3



000 0O, tushu007.com
<OQO00d0O0mn>>

goon

O0000000000D0ODUODUOORobertG. GallagerD DO D000 O0bOODODODOODO

gobbobbbuoooogobbobbodago
gobbobbbuodgooobobobbuodoogobobobbooooooobobboougg

goboboobbuoogoooobbobboagg
gobboobobbodgooooboobbuoooouoboobbooogg

Page 4



000 0O, tushu007.com
<OQO00d0O0mn>>

goon

O0ORobertG.GallagerD DD OO ODOUODOUODOOO0O0OOD0OOODOODLODODOODOODOODOOOO
(0199007 IEEED O 0 00 0 20030 O O O O 0 20040 Difkstral DO O O O O
gobbobbbuodgooobobobbuodoogobobobbooooooobobboougg

O000000 David Tsed

Page 5



000 0O, tushu007.com
<OO00Ogdods>>

good

100 Introduction to digital communication] [J 1.100 Standardized interfaces and layering[] (1 1.2

[0 Communication sources] [1 [1 1.2.10 Source coding] [0 1.300 Communication channelst] [0 [0 1.3.1

[0 Channel encoding (modulation)] [0 0 1.3.2[1 Error correction] [J 1.40 Digital interfaced [ (1 1.4.1

[0 Network aspects of the digital interface[] [ 1.500 Supplementary reading(] 20 Coding for discrete sources[]

00 2.10 Introductiond O 2.2[0 Fixed-length codes for discrete sources] [ 2.3 Variable-length codes for
discrete sources] [ [0 2.3.100 Unique decodability[] [ [0 2.3.2[0 Prefix-free codes for discrete sources] [

0 2.3.30 The Kraft inequality for prefix-free codes O 2.400 Probability models for discrete sourcest] 00 0 2.4.1
(I Discrete memoryless sources] [1 2.501 Minimum L for prefix-free codes] [ [ 2.5.100 Lagrange multiplier
solution for the minimum L O 0 2.5.2[0 Entropy bounds on LI [0 [0 2.5.300 Huffman’ s algorithm for optimal
source codesl] [ 2.6[J Entropy and fixed-to-variable-length codes] [0 [J 2.6.1[J Fixed-to-variable-length codes
[0 00 2.700 The AEP and the source coding theoremsd [ [J 2.7.100 The weak law of large numbers [J [J 2.7.2

0 The asymptotic equipartition property] [ [J 2.7.30 Source coding theorems] 0 O 2.7.400 The entropy
bound for general classes of codest [ 2.800 Markov sources] U [J 2.8.100 Coding for Markov sourcesd [J

[J 2.8.200 Conditional entropyld [J 2.90J Lempel-Ziv universal data compressiont] O [J 2.9.1[1 The LZ77
algorithmU [0 00 2.9.20 Why LZ77 worksO [ [J 2.9.30 Discussiond [J 2.1000 Summary of discrete source
coding] O 2.110 Exercises[] 301 Quantizationt [ 3.10 Introduction to quantizationd [J 3.20J Scalar
quantizationJ [0 0 3.2.10 Choice of intervals for given representation pointstJ [J [J 3.2.200 Choice of
representation points for given intervalsCJ [0 O 3.2.300 The Lloyd-Max algorithm{ O 3.30 Vector quantizationt]
(1 3.4[0 Entropy-coded quantization(] [0 3.501 High-rate entropy-coded quantization[] [ 3.6[] Differential
entropyl O 3.700 Performance of uniform high-rate scalar quantizersC] [1 3.800 High-rate two-dimensional
quantizers] [ 3.900 Summary of quantization [J 3.1000 Appendixes] [ [J 3.10.100 Nonuniform scalar
quantizerst] [ O 3.10.20 Nonuniform 2D quantizers[] [0 3.1100 Exercises[] 401 Source and channel waveforms
00 O 4.10 Introductiond O O 4.1.10 Analog sources] [0 [0 4.1.200 Communication channels] [J 4.2[0 Fourier
series[] [0 00 4.2.100 Finite-energy waveformsd [ 4.3[0 L2 functions and Lebesgue integration over[-T/2,T/2]0]
00 O 4.3.10 Lebesgue measure for a union of intervalsC] [ [0 4.3.200 Measure for more general setst] (0 (1 4.3.3

[0 Measurable functions and integration over [-T/2,T/2]00 O O 4.3.400 Measurability of functions defined by other
functionst] [0 [0 4.3.500 L1 and L2 functions over [-T/2,T/2]0 O 4.400 Fourier series for L2 waveforms(] [

[0 4.4.100 The T-spaced truncated sinusoid expansion] [ 4.51 Fourier transforms and L2 waveforms[J [J [J 4.5.1
[J Measure and integration over RO 0 [J 4.5.200 Fourier transforms of L2 functionsd [J 4.60] The DTFT and the
sampling theorem[J [0 0 4.6.100 The discrete-time Fourier transform [ 0 4.6.20 The sampling theorem[J 0

[J 4.6.300 Source coding using sampled waveforms] O [ 4.6.400 The sampling theorem for[A -W,A +W][O

00 4.70 Aliasing and the sinc-weighted sinusoid expansion] O [J 4.7.1] The T-spaced sinc-weighted sinusoid
expansion O [J 4.7.2[0 Degrees of freedom{] O [J 4.7.30] Aliasing— a time-domain approachd O [J 4.7.4

[ Aliasing — a frequency-domain approachd [0 4.800 Summary(] [0 4.90 Appendix: Supplementary material
and proofs[] 0 [J 4.9.100 Countable setstJ [J [J 4.9.20 Finite unions of intervals over [-T/2,T/2]0 O 0 4.9.3

[J Countable unions and outer measure over [-T/2,T/2]0 O [0 4.9.400 Arbitrary measurable sets over[-T/2,T/2]0
(1 4.1000 Exercises] 500 Vector spaces and signal spacel] 61 Channels, modulation, and demodulation] 7

[0 Random processes and noise[] 81 Detection, coding, and decoding] 901 Wireless digital communication

[J References[] Index[]

Page 6



000 0O, tushu007.com
<OO00Ogdods>>

good

[0 O For any encoder, there must be a decoder that maps the encoded bit sequenceback into the source symbol
sequence. For prefix-free codes on k-tuples of sourcesymbols, the decoder waits for each variable-length codeword
to arrive, maps it intothe corresponding k-tuple of source symbols, and then starts decoding for the nextk-tuple.
For fixed-to-fixed-length schemes, the decoder waits for a block of codesymbols and then decodes the
corresponding block of source symbols.(] In general, the source produces a nonending sequence X1, X2[J of
source letterswhich are encoded into a nonending sequence of encoded binary digits. The decoderobserves this
encoded sequence and decodes source symbol Xn when enough bits havearrived to make a decision on it.[] For
any given coding and decoding scheme for a given iid source, define the rvDn as the number of received bits that
permit a decision on Xn = X1 [0 Xn. Thisincludes the possibility of coders and decoders for which some sample
source stringsxn are decoded incorrectly or postponed infinitely. For these xn, the sample value ofDn is taken to be
infinite. It is assumed that all decisions are final in the sense thatthe decoder cannot decide on a particular xn after
observing an initial string of theencoded sequence and then change that decision after observing more of the
encodedsequence. What we would like is a scheme in which decoding is correct with highprobability and the
sample value of the rate, Dn/n, is small with high probability.What the following theorem shows is that for large n,
the sample rate can be strictlybelow the entropy only with vanishingly small probability. This then shows that
theentropy lowerbounds the data rate in this strong sense.
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